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Unsettled Topics Concerning Human 
and Autonomous Vehicle Interaction

Abstract
Autonomous technology has the potential to greatly benefit personal transportation, 
last-mile delivery, logistics, and many other mobility applications. In many of these 
applications, the mobility infrastructure is a shared resource in which all the players 
must cooperate. In fact, the driving task has been described as a “tango” where we—
as humans—cooperate to enable a robust transportation system. Can autonomous 
systems participate in this tango? Does that even make sense?

This report will examine the current interaction points between humans and 
autonomous systems, the shortcomings of the current state of these systems with a 
particular focus on advanced driver assistance systems, the requirements for human-
machine interfaces as imposed by human perception, and finally, the progress being 
made to close the gap.

NOTE: SAE EDGE™ Research Reports are intended to identify and illuminate key 
issues in emerging, but still unsettled, technologies of interest to the mobility industry. 
The goal of SAE EDGE™ Research Reports is to stimulate discussion and work in the 
hope of promoting and speeding resolution of identified issues. SAE EDGE™ Research 
Reports are not intended to resolve the challenges they identify or close any topic to 
further scrutiny.
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Introduction

State of the Industry

Autonomous technology can provide, accessibility, 
and new-use models. But, to provide this utility, 
there must be an interaction between humans and 

autonomous systems. Many human-machine reports focus 
on the question of “Will humans accept autonomous tech-
nology?” and typically involve polling perceptions of the 
general population. However, the results tend to be fickle 
because initial perceptions are based on third-party (media) 
accounts and true acceptance cannot be tested until there are 
actual engagements with the technology. As a recent example, 
early in its lifecycle, e-commerce technology was perceived as 
risky; yet over a period of time, the perception of risk faded. 
With that point of view in mind, the focus of this report is to 
explore the deeper interaction between humans and automated 
vehicles (AVs), as it pertains to the driving task: the “tango” of 
driving between humans and its implications for AVs [1]. In 
this dance, the participants know the rules, but may never have 
met each other (Figure 1). Thus, the task is not quite teaming 

(e.g., human-machine manufacturing) but more dynamic ad 
hoc cooperation.

This report is split into three sections. The first explores 
the current state-of-art for autonomous mobility solutions 
with a focus on human-machine interaction, its current 
limitations, and the consequences of these limitations. The 
second section examines human perception and commu-
nication as it relates to the driving task. Finally, the third 
section outlines current efforts to improve human-machine 
interaction processes.

Autonomous Vehicle 
Perception Mechanisms

The general structure of automated driving systems (ADS) 
consists of sensors—radar, light detection and ranging 
(LiDAR), and camera—which feed perception systems that 
build an accurate view of the external environment (Figure 2). 
Based on this view and goals for movement, an AV (equipped 
with an ADS) navigates itself through the transportation 
infrastructure. At a high level, LiDAR provides accurate 

 FIGURE 1.  Driving is a cooperative 
task akin to a tango.
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distance calculation, radar provides accurate velocity infor-
mation, and cameras provide the pixels, which are at the 
center of object recognition.

The industry has aligned itself around SAE International’s 
Levels of Driving Automation framework [2]. Currently, there 
are millions of vehicles equipped with advanced driver assis-
tance systems (ADAS). These systems offer many features, 
but three of particular interest are collision avoidance, lane 
following, and automated parking, as they can take active 
control of the automobile. Beyond ADAS, there are several 
use models in various stages of testing, including “robo-taxis” 
in geo-fenced areas, truck convoying, and public transporta-
tion shuttles.

Today, the open question in the AV community is 
“What level of validation is sufficient to be acceptable to 
the public?” Some would more coarsely say, “Humans kill 
over 40,000 people yearly, but one AV accident seems to be a 
show-stopper.” This group would advocate a more aggressive 
deployment approach with the notion that the result must 
be better than the human alternative, to which the counterar-
gument is “What accidents will AVs get into which humans 
could have easily avoided?”

This discussion is a subset of a larger discussion in the 
broader artificial intelligence (AI) community relative to the 
appropriate role of AI systems. As pointed out in “No AI Is 
an Island: The Case for Teaming Intelligence,” the effective-
ness of AI systems is a function of their ability to add value 
in the context of higher-level human-machine teaming [3]. 
Further, AI must do so with a type of intelligence, which is 

fundamentally different to that of humans. Thus, human-
machine interaction models are the key. Specifically, AVs 
must set appropriate expectations for their behavior and 
part of the behavior definition must be the communication 
paradigm in regard to humans. Let us examine both topics 
for transportation.

Expectation and 
Communication
Today, AVs (Level 2 and above) are placed into the public road 
system with a footprint, which is exactly that of a human. 
With this use model, AVs inherit all the expectation attri-
butes of a human driver. Is this reasonable? “On computa-
tional wings: The Prospects and Putative Perils of AI” points 
out that imbuing AI systems with human characteristics 
is similar to asking planes to fly by flapping their wings 
[4]. Humans and machines each have their own strengths 
and weaknesses.

Following this line of thinking, AVs must establish expec-
tations of their behavior on the roads, which are distinct from 
those of humans. Further, this persona must set expectations 
clearly through a well-defined operational design domain 
(ODD). Based on this ODD, one can build a clear validation 
and verification framework. Today, clear ODDs do not exist 
for any SAE-defined level of automation. Even ADAS, the 
lowest level of AV automation has no clear ODD definitions. 

 FIGURE 2.  An AV using radar to perceive its surroundings.
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As pointed out by “Tomorrow’s Human-Machine Design 
Tools: From Levels of Automation to Interdependencies,” 
automation-level definitions defined independently of 
human-machine teaming behavior limit the utility of these 
systems [5].

Since we are working with humans, a long ODD manual, 
which exhaustively outlines activity, is unlikely to suffice. 
Engineering products such as the Intel Responsibility-Sensitive 
Safety model or UL safety standards provide a great deal of 
utility for engineering safety but do not pass the human-
machine interaction model test [6]. Rather, one needs clear, 
short, and easily understood concepts such that the broader 
public can absorb them quickly and efficiently. The world of 
information technology (IT) learned to use this approach with 
reuse of concepts such as “file” and “window.” What is the 
equivalent for AVs? This is an open question right now and 
cause of much of angst. An example like truck convoying is an 
interesting start [7]. Convoying is a high-level behavior concept, 
which is immediately and easily understood by humans.

Further—to tango—observability, predictability, 
and detectability are the necessary minimum proper-
ties of teamwork, whether for humans or machines [8]. In 
performing the driving task, humans communicate direction, 
intention, and risk (as in the frightened face of a young driver) 
constantly with each other. This communication, combined 
with contextual understanding of the situation, allows the 
transportation system to function efficiently.

One might reasonably ask “How well do current AVs 
employ these properties?” Well, AVs do not communicate any 
of these attributes in a visible way to third parties. The lack of 
these communication mechanisms is a significant drawback 
for AVs. This brings us back to the main question: When will 
AVs be accepted from a safety point of view?

The answer: This will occur when there are clear expec-
tations around AV behavior with high-level nonhuman 
connected ODDs; only then will the key elements of coopera-
tive behavior (observability, predictability, and detectability) 
be respected. What is the result of this lack of expectations? 
The results can be seen in the early accident data from the 
California Department of Motor Vehicles’ “Requirements 
for the Next-Generation Autonomous Vehicle Ecosystem,” 
where the vast majority of accidents are low-speed rear-end 
collisions of humans hitting AVs [9]. It appears that they were 
expecting a driver with human characteristics.

Operational Design 
Disciplines and Measurable 
Safety
Assuming one has a clear ODD, the next step is obtaining 
clear, measurable metrics for adherence within the ODD 
definition (Figure 3).

 FIGURE 3.  The importance of 
measurement and metrics.
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“If you can’t measure it, you can’t improve it,” said 
renowned management guru Peter Drucker, meaning 
that one cannot define success unless there are metrics, 
which are defined and tracked [10]. With metrics, one 
can track progress and adjust development to produce 
positive movement. Without them, one is always in a haze 
of doubt. Interestingly, the lack of clear metrics not only 
hurts the producer (i.e., What is progress?), the haze of 
uncertainty causes the buyer to impose a discount on the 
product’s value.

Hard metrics are not new to the automotive industry. 
Fuel efficiency and performance are just two of a host of hard 
metrics published and tracked by the industry. However, 
ADAS safety systems are one place where there is a remark-
able lack of clear metrics. Compounding that is public confu-
sion surrounding ADAS features, which has led to consumer 
advocacy organizations (i.e., AAA, JD Power, Consumer 
Reports, and the National Safety Council) to publish a 
common naming structure consisting of four major catego-
ries (driving control assistance, collision warnings, collision 
intervention, and parking assistance) [11].

Where Are the Regulators?
To date, regulators have taken a laissez-faire approach. The 
US Department of Transportation’s “Ensuring American 
Leadership in Automated Vehicle Technologies: Automated 
Vehicles 4.0” or “AV 4.0” report does not offer any guidance 
on ADAS despite the fact that systems, such as driving control 
assistance and collision intervention, can actively engage in 
the driving task [12].

What about Congress?
Indeed, Congress has been working on a bipartisan bill 
on autonomous vehicles. The bill contains many fine focus 
points, especially on the topic of cybersecurity, but it does 
not address ADAS regulation [13]. Perhaps the reason for this 
lack of concern is that these systems just work. But, how well 
do they work? The Insurance Highway Safety Institute has 
studied the effectiveness of ADAS and found that tasks such 
as “active lane-keeping” were a challenge for the commer-
cially available vehicles, and conflict-avoidance systems are 
getting better [14]. Thus, it appears that there is some cause 
for concern.

In summary, what is the result of the lack of hard metrics?

1. Customer Value: The first predictable result is that
the customer does not value the capability and will
not pay much incrementally for it [15]. It is hard to
pay for something where the value is ”We will try to
help you in an undefinable manner, but ultimately
you are on your own.”

2. Insurance Risk: Insurers are refusing to provide
safety discounts for ADAS [16]. The original users
of data mining claim that data does not yet support
such discounts.

3. Maintenance Cost: ADAS consists of sophisticated
sensors, which require care in terms of maintenance,
and from a consumer point of view, this can be a
“hidden” cost. This situation has become sufficiently
problematic that Consumer Reports put out a
bulletin warning customers of this issue [17].

Where Does This Leave 
ADAS?
Consumers do not highly value ADAS; it has hidden costs, 
and insurers are not sure it adds value to safety. Finally, the 
ultimate liability for ADAS is that it has not been litigated 
through the court system yet. The conventional wisdom is 
that the driver carries the liability but just one accident of 
premature breaking in collision intervention can remarkably 
change the liability picture.

Thus, it seems there is a dire need for some metrics, 
which define functions and expectations clearly. What might 
this look like? Let’s consider the case of radar-based conflict 
avoidance systems:

1. Curvature, Hills, and Valleys: The expectation is
that the conflict avoidance should work independent
of the curvature of the road or whether you are on a
hill or valley. Is this true? Where is the evidence?

2. Road Debris or Potholes: Should conflict avoidance
be triggered based on road debris or potholes? If
so, what exactly would trigger it? What should not
trigger it?

3. Driver Attentiveness: Should conflict avoidance
be triggered based on driver attentiveness? If so, what
exactly constitutes driver attentiveness?

4. Physical Environment: The expectation is that conflict
avoidance will work independent of the surrounding
environment. It should not matter if you are in a
tunnel or under a bridge. Yet, we know radar-based
solutions are susceptible to the “ghost” problem due to
reflection and interference [18]. Where are the metrics
that show the ability to address these problems?

Some of the underlying technology and standardiza-
tion efforts are forming to address this issue, such as the 
UN’s effort with automated lane-keeping systems [19]. 
Also, standardization bodies such as the Association for 
Standardization of Automation and Measuring Systems are 
building a framework called OpenODD, which can reason-
ably model the interesting scenarios [20]. These two pieces 
form underlying components upon which to build reasonable 
engineering metrics.

Current ADAS Incentive Structures Building even 
just a “simple” robust conflict avoidance system is a nontrivial 
task. ADAS designers face the following difficult challenges:

1. Radar: In aerospace applications, radar is very
effective because every object encountered is of high
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interest. However, in the automotive context, radar 
signals reflect off the environment in such a manner 
to create blind spots and ghost objects.

2. Camera: It is easy enough to get a picture, but
interpreting it is quite challenging. Today’s machine
learning (ML) algorithms are the equivalent of a
Google Images search, so if the object has not been
seen and recognized, the ADAS does not know what
to do with it.

3. Tracking: Both radar and cameras are fixed on the
car, which makes them susceptible to situations of
road curvature, hills, and valleys from a field-of-view
point of view.

4. Driver intent: Is the driver accelerating toward a car
with the intent of a passing maneuver or is the driver
distracted? How does the system decide?

With some understanding of the problem, one must 
sympathize for the ADAS designer’s challenges. The response 
to these recognized challenges has been a permissive regula-
tory environment that encourages innovation. For ADAS, 
this permissiveness is provided by the statement that the 
driver is ultimately responsible. However, is this “crutch” 
impeding innovation?

Let’s consider the behavior it seems to engender:

1. Vague and unclear functionality: What exactly
can the customer count on when buying an ADAS-
equipped vehicle?

2. Lazy validation: Partial validation and partial
coverage are the norm in the industry today. How
do we know that the next revision of the software is
actually better than the last one from a safety point
of view?

Both issues are covered by the loophole that the driver 
carries ultimate liability. Further, the current structure 
creates a predisposition against braking, since premature 
braking attaches liability to ADAS while a more permissive 
(aggressive) approach shifts liability to the driver.

Recommendations

1. AV Persona Definitions: Without setting clear
expectations distinct from humans, autonomous
systems will have difficulty making the safety
argument. It is advisable that there is a standard that
definitively and visibly separates AV operation from
human operation.

2. ODD Definitions: With an AV persona, one must
define an ODD. Since this ODD is to be leveraged
by human drivers, it must be clear enough to
be easily understood.

3. Regulatory and Incentive Structures: Regulations
and associated incentive structures that do not push
for ODD clarity and associated measurable safety are
doing the industry a disservice. Either through self-
regulation or governmental intervention, one needs
clarity on measurable safety to build capability,
which customers actually value.

Human Perception 
and Driving

For a tango to work, AVs must understand how their 
human partners perceive the world. This understanding 
is the basis of communication. Of course, learning the 
techniques that humans use for perception can potentially 
lead to better ways to build autonomous perception (Figure 
4). Similar to AVs, humans use senses (vision, hearing, 
touch, taste, and smell) to navigate through the world. 
However, the most powerful organ in this perception task 
is the brain. In this context, while our focus is humans, it 
should be noted that this level of perception also extends 
to animals, and animals are part of the ecosystem that an 
AV must handle gracefully.

Research in animal communications conjures up images 
of Jane Goodall studying the great apes in Tanzania. A great 
deal of research in that field focuses on higher-level func-
tions such as social interactions, animal cognition, or even 
emotional life. However, underneath those functions, there is 
a much more basic elemental aspect of intelligence consisting 
of simply operating in the physical world (Figure 5). This 
capability seems to be so innate that there is little research 
on its basic functionality. What are the key characteristics 
of this capability?

First, there is a large class of intelligence, which is 
connected to the insight of physical future behavior of 
other actors:

1. Focus: Through observation of eyes and sometimes
ears, animals can interpret the direction of the other
actors' attention.

2. Body Positioning: Sitting, walking, and running
postures are all interpreted. Positions that can
lead to a high degree of acceleration are of
special interest.

3. Gestures and Intent: Facial as well as full body
gestures are recognized for intent.

4. Movement: As opposed to recognition based on
static images, humans use recognition based on
movement. This capability is what allows a human to
recognize a familiar person based on their gait from
a distance.
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 FIGURE 4.  Basic senses of human 
perception.
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 FIGURE 5.  Animal perception, decision-making, and movement.
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Second, there is a basic calculation of physics. No, 
animals are not solving Newton’s equations of motion, but 
animals innately maintain balance, calculate interception 
trajectories, and manage threats. In fact, the power of the 
understanding of physics in perception can be seen in illu-
sions such as Adelson’s Checker shadow or even in parachute 
landing training [21, 22].

Third, animals maintain a basic virtual mental model 
of their surrounding environment, and this model seems to 
generate an expectation, which drives perception [23]. The 
difference between perception and expectation combined 
with absolute distance seems to drive behavior. For example, a 
“surprise” awareness of an unknown object in close proximity 
drives a highly visceral response.

With this range of perception, mental modeling, and 
nonverbal cross-species communication, animals perform 
“threat assessment” and “path planning.” Of course, 
humans have the same capabilities in the lower levels of 
the brain.

What Does All of This Have 
to Do with Autonomous 
Vehicles in a Well-Regulated 
Transportation Network?
Even the simplest AV system must understand human percep-
tion to be useful. As an example, ADAS collision-avoidance 
systems must assess driver attentiveness. More advanced 
systems must understand the future intent of pedestrians 
at intersections. At a transportation system level, it is the 
nature of human beings to anthropomorphize and we also 
do so with vehicles. Human beings interpret micro-breaking, 
micro-acceleration, lane drifting, and other factors in our 
own threat assessment of the situation. All these nonverbal 
movements are a source of active communication for human 
beings. Layered on top of this interpretation is more explicit 
nonverbal communication through eye contact or hand 
gestures. Overall, this creates a nonverbal “language-of-
driving,” which effectively makes cooperative transporta-
tion work.

Interestingly, this language-of-driving has all the charac-
teristics of spoken language. It varies significantly by region. 
As an example, the communication provided by the horn in 
India and the US is quite different. In fact, the variation is 
so high that it is not uncommon for licensed drivers (typi-
cally western) to hire local drivers on their travels. What is 
the lesson?

When autonomous vehicles do not participate in this 
communication, they create danger in the overall system. To 
be effective, it is likely that AVs will have to be able to interpret 
a broader language and this analysis may well extend to the 
behavior of animals (e.g., deer, cats, dogs, etc.). Also, it may 
be useful for AVs to be clearly marked (e.g., color) so that 
humans can suitably adapt to the fact their behavior is going 
to be different than human drivers.

What about Cultural or 
Social Interactions? Are They 
Important for the Tango of 
Driving?
For an answer, we  can look toward human behavior 
examples, such as the autism spectrum. One of the chal-
lenges for autistic individuals is the interpretation of social 
cues. In a similar period of time as the AV revolution, an 
increasing number of people with autism have wanted to join 
the driving public, and this has prompted research studies 
on their effectiveness in the driving task. “The Challenge 
of Driving With Asperger’s” provides insights into this, 
and several comments in the article are directly applicable 
relative to AVs [24]:

 • Common sense: “Obeying rules is generally a good
thing but can be taken too far if rules are applied
inflexibly or without taking context into account.
For example, does a “Stop at White Line” sign
mean that the line is where you should stop only
if you need to stop—or that you should stop every
time you come to it?”

 • Implied communication: “And cooperating with
other drivers involves perhaps the hardest task
for people with Asperger’s: reading nonverbal
social cues. On the road, that happens through the
“gestures” drivers make through the motion of their
cars—by changing lanes boldly or hesitantly, for
instance. Those motions amount to signals flashed
from driver to driver so routinely that most people
are hardly aware of the messages being sent about
intention or mood.”

 • Readiness to drive: “According to a survey
conducted by Cecilia Feeley, a project manager
at the Center for Advanced Infrastructure and
Transportation at Rutgers University, only 24
percent of adults with autism—many of whom
described themselves as ‘higher functioning’—said
they were independent drivers, compared with 75
percent of the population as a whole.”

In response to the desire of autistic individuals to drive, 
there are no laws against driving with autism, but safety 
is key [25]. To assess driving ability, it is suggested that 
there are some important factors and skills to master first, 
including motor coordination, pre-planning, flexibility to 
change, social judgment, and the ability to focus, multitask, 
and prioritize.

Thus, social interactions are critical to driving 
tasks. One of the key interactions is the communication 
of unease or discomfort. When faced with this signal, 
humans become more alert. Currently, in the ADAS use 
models, there is an expectation for humans to be alert at 
a machine-like level and take over the driving task when 
needed. In this sort of human-machine teaming, it is 
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important for the AV to communicate risk in a manner 
understandable to humans.

Finally, there is a basic question about the exact manner 
of this communication. If IT history is any guide, machine 
interfaces that mimic humans world become critical to the 
success of the technology. Examples include Windows, Alexa, 
and a mouse. In the world of AVs, the simplest mechanism to 
communicate ideas of focus, fear, and gestures is the human 
face (Figure 6). Maybe a humanoid robot interface, like in 
Philip K. Dick’s short science fiction story We Can Remember 
It for You Wholesale may be the easiest way for automated 
systems to team within a human world [26].

Recommendations

1. Human Perception Systems: To interact with
humans, AVs must interpret and understand human
perception to some degree. Clarity in defining and
communicating this understanding is important for
both parties.

2. Language of Driving: Human communities build
languages for cooperative teaming. To participate
in the act of cooperative transportation, AVs will
have to understand this language. Depending on the
level of expectation communicated by the AV, this
language may extend into social interaction models.

3. Communicating risk: One of the most
important communication paradigms consists of
communicating risk. This is especially true in the
situation where AVs expect humans to dynamically
take over the driving task.

Progress in Human and 
Machine Interaction

In the context of AV technology, the area of human-
machine teaming is relatively new and the issues are signifi-
cant. However, both industry and academia are making 
steady progress. In this section, we  will discuss four 
such developments:

1. Passenger Communication: The Automated Vehicle
Safety Consortium (AVSC) led by SAE Industry
Technologies Consortia (SAE ITC) has defined the
behavior and interaction models between a passenger
and the AV.

2. Pedestrian Communication: Researchers at Tallinn
University of Technology are experimenting with visible
AV intent communication for the benefit of pedestrians.

3. Improved Perception Systems: Industry and
academia are looking at making perception more

 FIGURE 6.  Facial gestures form the 
foundation of communication.
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robust. One approach from Massachusetts Institute 
of Technology (MIT) focuses on using movement of 
abstract objects as a signature for object recognition.

4. Formal Language-of-Driving Definition: A group
at Florida Polytechnic University and University of
Florida is launching a project to define the language-
of-driving more formally using lessons from natural
language processing and linguistics.

Passenger Communication
AVSC consists of a large representative set of AV manu-
facturers and members actively involved in AV testing and 
on-road pilot programs (Figure 7). AVSC has worked with 
SAE ITC to build group standards around the safe deploy-
ment of SAE Level 4 and Level 5 ADS and has recently released 
an “AVSC Best Practice for Passenger-Initiated Emergency 
Trip Interruption.” [27]

The document outlines the interactions for a passenger-
initiated emergency stop (PES) and passenger-initiated emer-
gency call (PEC):

 • Interfaces should be easily recognizable,
reasonably accessible, and always available; PES
and PEC should be easily identifiable but clearly
distinguishable from one another based on visual,
tactile, or audio cues.

 • The stop must ALWAYS be controlled and provide
an immediate and predictable response with
humans always available to field the call for PEC.
Overall system should be designed to assume an
emergency may be taking place.

 • Once the feature has been initiated, the interior
should be illuminated and controllable ambient
sound reduced (e.g., radio/entertainment), so
f leet operations can assess the situation (we call
this “Enhanced Diagnosis”). Further, other road
users should be alerted that an emergency is
taking place and an emergency maneuver may
take place.

 • Post-stop actions apply to PES and PEC if the PEC
results in a stop:

 • Alert passengers and fleet operations once the
stop maneuver is complete; the vehicle should
not restart or resume driving until authorized by
fleet operations personnel

 • Remind passengers to observe their surroundings
and be aware of potential hazards in the
environment if they leave the vehicle

If all ADS-equipped vehicles are equipped with a PES 
function, a PEC function, or both, passenger-initiated 
emergency interfaces may provide a sense of agency to 
passengers and increase their willingness to trust and use 
the system.

From a human-machine point of view, these specifica-
tions progress the communication paradigm, but there are 
still unresolved issues:

1. Standard Form Factor for the PEC and PES function
2. Well-defined ODDs for the PES maneuver

Lastly, a key requirement of an effective system is to
have in-built fail-safe mechanisms based on the environ-
ment. Essentially, just like a helicopter is grounded on a 

 FIGURE 7.  Emergency action and 
communication.
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foggy day, the system should safely ground itself. This is 
by no means an easy task, but it may be a requirement 
for AVs.

Pedestrian Communication
Communication between the car and pedestrians at a cross-
walk is a difficult and important problem for automation. A 
research team from the Tallinn University of Technology 
in Estonia took on this challenge, and the result was the 
ISEAUTO shuttle [28]. For the shuttle, they designed a single 
LED panel illuminated by 128 lights where three patterns are 
communicated to pedestrians (Figure 8). Green indicates an 
invitation to cross, stripes indicate that “I see you,” and a red 
cross that indicates one should not cross. A questionnaire 
was created to collect feedback and personal data from those 
who interacted with robot platform (Figure 9). Overall, the 
comfort level with the shuttle increased due to the commu-
nication paradigm [29].

Improved Perception Systems
Conventional AI algorithms in AVs such as Waymo and Tesla 
work toward a divergent model. They opt for a model more 
akin to a “knowledge oracle,” where the AV observes its whole 
environment constantly and with full detail. In fact, this is a 
key part of the safety value statement offered by AV manu-
facturers for addressing the distracted-driving problem. The 
conventional methodology for AVs is to train the AI engines 
to recognize labeled objects with ever-growing databases. Of 
course, recognizing an object in a pixel map (or LiDAR point 
cloud or imaging radar) in all of the potential orientations is 
a very difficult problem. Invariably, there is confusion caused 
by objects such as a van that has a person’s image wrapped 
around the exterior, or by a pedestrian walking with a bicycle 
(as in the Phoenix Uber fatality) [30]. Like Google image 
searches, this “data-up” method of solving the problem has 
serious robustness issues because one is always missing the 
next interesting training set.

In response, AV manufacturers have pushed out the 
training to the physical world. Tesla touts the use of its 

 FIGURE 9.  ISEAUTO vehicle communicating with pedestrian.
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 FIGURE 8.  Symbols used by ISEAUTO for communication.
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f leet—nearly one million vehicles—with Autopilot as a 
mechanism for reaching closure on this task. There are three 
reasons that this approach may not be wise and ultimately 
may not work as currently constructed:

1. Reactive Methodology: Fundamentally, the process
is reactive in nature. That is, one records the world,
builds a process to analyze the data, performs root
cause analysis, and solves the problem. Each step has
significant challenges and expenses.

2. Execution Velocity: A real-world physical test bed
has its advantages, but the real world moves very
slowly. Most cars are parked most of the time (less
than 5% utilization is the norm), so the number of
driven miles for even a million cars is not very high.

3. Sampling Bias: Perhaps the most important
shortcoming is that of sampling bias. The Tesla road
fleet is highly correlated to specific areas, so whatever
validation is done is limited to those situations. What
about the next interesting situation? How does it
define a clear expectation for the next customer for
where the AV will work?

Overall, compositional reasoning over objects and their 
relationships is a challenging ML problem and solutions 
will enable ML models to act intelligently in complex and 
unforeseen environments. Most of the effective deep learning 
approaches developed are supervised. These tend to not work 
well when unforeseen objects (or their unforeseen actions) 
are in play. The work in unsupervised learning is not yet 
mature but some strides are being made by combining object 
representation and dynamics for inferencing future behavior 
based on video streams.

What Are Some of the Solution Vectors? Given 
the robustness challenges of the current approach, it would 
seem that using the ideas of focus and abstraction from the 
human world would be useful. In fact, Bluespace, a Silicon 
Valley startup, claims that there is utility in such an approach 
for AVs [31]. Will this approach work? Time will tell. In the 
world of chess, the initial solutions were all based on raw 
data and computation, but eventually, the winning solutions 
used a combination of human insight and computing power 
[32]. One gets the feeling that AV technology is on a similar 
technological arc. That is, it seems reasonable that one does 
not need to know the ultimate details of all objects to enable 
autonomous operations in an vehicle. Combining higher-
level insights can add robustness while lowering power and 
cost. Afterall, the human brain can drive while multitasking, 
spending only about 20-30 Watts of power (akin to the power 
demand of a low-end conventional laptop) [33].

Another active thread is the use of movement for AI 
learning. Similar to animals, humans use motion as a part 
of object recognition, but this has not been a big part of AV 
object recognition. Rather, AV object recognition has tradi-
tionally focused on training AI engines on individual images.

Recently, MIT released a video data set called DriveSeg. 
The data consists of two minutes and 47 seconds of high-
resolution video captured during a daytime trip around 
the busy streets of Cambridge, Massachusetts. The video’s 
5,000 frames are densely annotated manually with per-pixel 
human labels of 12 classes of road objects. Then, a set of 
videos captured from a range of scenes drawn from MIT 
Advanced Vehicle Technology Consortium data coarsely 
annotated through a novel semiautomatic annotation 
approach developed by MIT [34]. This dataset is meant to 
enable deeper object recognition algorithmic development 
based on movement.

In conclusion, as machine perception moves toward the 
fundamental forms of human perception, there is a greater 
ability for AV systems to communicate with humans.

Formal Language Definitions for the Tango In 
the world of natural language processing and understanding 
(e.g., Alexa, etc.), researchers have built a reasonable basic 
understanding for spoken and written language. However, 
this much more basic form of communication and percep-
tion is just at its beginning stages. It seems the capability 
is so innate that we did not know we did it, until we had 
to recreate it in AVs. Is it possible to formally capture this 
language-of-driving? Is it possible to build a methodology for 
collecting the information in a structured fashion? A group at 
Florida Polytechnic University, Florida Institute for Human 
and Machine Cognition, and University of Florida is starting 
to look at this fundamental problem.

In a classic modular system, human-spoken commu-
nication has the following modules: phonetics (mechanism 
behind speech production and perception), phonology (the 
grammar of speech sounds), morphology (the grammar of 
meaning bearing units), syntax (the grammar of meaningful 
forms for deriving unique messages), semantics (the mecha-
nism of how the meaning of morphemes, words, phrases, 
and sentences are derived), pragmatics (how contexts can 
contribute to meaning), and a lexicon (a dictionary that maps 
meanings with forms). Such modular systems also exist with 
human sign languages. While the precise nature of these 
modules derived from our understanding of spoken/sign 
languages are still under active research and debate, it is clear 
that the language of driving must consist of some, if not all, 
of elements of these modules. To illustrate this, let us turn 
to the highest level of the communicative modules—prag-
matics—and specifically the theory of mind (ToM).

ToM is a much-needed component of pragmatics. There 
is evidence that language development correlates with the 
development of ToM in humans. It is the ability to attribute 
mental states (such as beliefs, intents, desires, knowledge) 
to others and understand how they might differ from those 
of our own. It is known to be a deficit with people having 
autism spectrum disorders. ToM is crucial for any human 
social interaction. Pragmatic theories of human communi-
cation assume an understanding of beliefs and mental states 
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of others as enabled by ToM to infer the communicative 
content of the interlocutors. More than often, the intended 
meaning of a signal (e.g., an utterance) cannot be under-
stood literally from the signal, which is underspecified and 
has many different meanings—instead, they must rely on 
the actual context. Recent work in AI has started to consider 
ToM in two distinct directions:

1. Teaching an AI to understand/develop a ToM of a
human [35]

2. Understanding how humans understand the ToM of
an AI (Theory of AI’s mind) [36]

There are already tasks that are used to test ToM such 
as the "Sally-Anne" test, which tests one’s ability to recog-
nize that others can hold false beliefs about the world [37]. A 
formal definition of the language-of-driving must therefore 
incorporate a component of ToM of humans and/or of AVs. 
Existing evaluative tasks of ToM can be adapted for evalu-
ating AV’s language-of-driving.

Overall, humans use nonverbal communication to 
clarify our intentions when negotiations are needed, espe-
cially when there are ambiguities. For example, while crossing 
the intersection, we  (e.g., pedestrians) rely on cues from 
drivers’ behaviors such as eye contact, postures, and gestures 
to negotiate right of way. This is a relatively simple form of 
communication that can be enhanced by using an external 
human-machine interface (HMI). It is evident that we must 
define this language before we start developing software or 
interventions to fix current issues arising between users and 
AVs. The current social norms for the language of driving 
will need to adapt to accommodate AVs. Similar to when 
automobiles were introduced in the early twentieth century, 
we will need to adapt our vehicle design, infrastructure, and 
social norms.

Recommendations

1. Improved HMI Conventions: Building on the
excellent work of AVSC, industry must continue to
clearly define AV interactions with humans in their
various roles as driver, pedestrian, third-party driver,
and passenger.

2. Improved Perception: The gap between AI and
human perception systems are broad. As AI
perception improves, one of the key vectors of
success will be successful communication to humans
of the AI state.

3. Formalized Language of Driving: Cooperative
teaming is a key aspect of using the transportation
system. Formalization of the language-of-driving
and building mechanisms for capture, validation,
and communication of this language will be critical
to AV success.

Summary
Driving is a cooperative task, which has many similarities to a 
dance where the participants figure out the rules in an ad hoc 
manner. This dance has been well honed by human beings over 
the last hundred years. There are instances of direct communi-
cation (even language) through gestures, but a great deal of the 
communication is implicit. Much like a dance, drivers notice 
the subtle behavior (speed of acceleration, stability on road, 
etc.) and react to these motions with their own set of motions.

For AVs to add value, they must deal with the reality of 
implicit and explicit human communication. This commu-
nication paradigm is bidirectional. That is, AVs must under-
stand human communication, but just as importantly, 
communicate their internal state to humans in a naturalistic 
manner. Finally, a very important concept is the connection 
of communication with expectation.

Expected behavior is at the center of critical concepts 
such as legal liability. As an example, the original AVs were 
horses, and since everyone had a clear understanding and 
associated expectation of a horse, legal liability attached natu-
rally. There were concepts of “spooking” a horse. Is there 
a concept of spooking an AV? If so, those concepts must 
be explicitly set and communicated.

Unfortunately, the current state of the industry is that 
there are no clear expectations set on AV behavior. Rather, 
AVs are placed in the middle of the driving dance. Today, 
the assumption by all parties is that they will react in the 
same manner as humans. From a human-machine interac-
tion point of view, this situation has an incredible number of 
challenges. This is the case even for ADAS, the lowest level of 
autonomous capability. The result of these fuzzy expectations 
are fuzzy ODDs, and the resulting confusion of consumers. 
Regulators, insurance companies, and even vehicle makers 
have not yet reached coherence on this issue, and it is likely 
the coherence may be driven by the courts.

Beyond expectations, the underlying challenges of auton-
omous perception are daunting, and the current architectures 
have significant robustness issues. Promising techniques for 
improving autonomous perception are investigating concepts 
such as focus, abstraction, and movement—often gaining 
insights from human perception. Even more importantly, the 
alignment of these perception and communication systems 
must be done to allow the two parties to reasonably commu-
nicate with each other.

In terms of the state-of-art, early research in human-
machine interaction has focused on dynamic signage, but 
more complex naturalistic communication may in fact go in 
the direction of a manipulating a human face. Further, AI 
research is now starting to explore concepts of movement and 
abstraction to build more robust object recognition systems. 
Communication standards for specific circumstances such 
as emergency stops are slowly being developed by SAE ITC. 
Overall, human-machine cooperation is very much in its 
early days.
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SAE EDGE™ Research 
Reports
SAE EDGE™ Research Reports, like the present report on 
“Unsettled Topics Concerning Human and Autonomous 
Vehicle Interaction,” are intended to push further out into 
still unsettled areas of technology of interest to the mobility 
industry. SAE launches these reports before attempting to 
form a joint working group, let alone a cooperative research 
program or a standards committee.

SAE EDGE™ reports are intended to be quick, concise 
overviews of major unsettled areas where vital new tech-
nologies are emerging. An unsettled area is characterized 
more by confusion and controversy than established order. 
Early practitioners must confront an absence of agreement. 
Their challenge is often not to seize the high ground but 
to find common ground. These scouting reports from the 
frontiers of investigation are intended merely to begin the 
process of sorting through critical issues, contributing to 
a better understanding of key problems, and providing 
helpful suggestions about possible next steps and avenues 
of investigation.

SAE EDGE™ Research Reports, therefore, are funda-
mentally distinct from the more formal working groups 
approach and far removed from the more mature research 
program and standard’s development process.

Next Steps for Human-
Machine Interaction
This publication should be considered only as a first step 
toward clarifying the issues around human-machine inter-
action. The intention behind this and other SAE EDGE™ 
Research Reports is to start a dialogue among interested 
parties on important industry-wide topics that require 
further attention. The expectation is that these explorations 
of unsettled areas of technology will lead to the forma-
tion of working groups and, ultimately, committees that 
can address and resolve the issues they raise, producing a 
framework for developing a common vocabulary of defini-
tions, best practices, protocols, and standards needed to 
support continued progress toward safer and more innova-
tive products.

The experts’ collaboration that gave rise to this publi-
cation demonstrated a great willingness on the part of the 
industry to define the terminology, procedures, and eventu-
ally the standards needed to enable human-machine interac-
tion technology to move ahead as quickly and efficiently as 
possible. SAE International has demonstrated its lead in this 
and closely related areas by the AVSC group.

This SAE EDGE™ Research Report on human-machine 
interaction identifies the following key topics for further 
pursuit, both through continued informal discussions 

among industry practitioners and through more formal 
working groups:

 • ADAS ODD: This must be defined with associated
performance metrics.

 • Autonomy Communication: Standardization
of autonomy communication to humans must
continue beyond limited emergency situations

 • Perception Research: We must collaborate to
accelerate the pace of perception research. It is the
critical cog to autonomy progress.

Recommendations
The overall recommendations of this SAE EDGE™ Research 
Report can be summarized as follows:

1. AV Expectations: It is critical to define and set
clear measurable behaviors and metrics for AV
functionality. These expectations become the
bedrock for ODD definitions for regulators,
customers, and engineers. Eventually, these
expectations become the best way to manage liability.

2. AV Communication: AVs must find ways to
naturalistically communicate their capabilities
and internal state to third parties. Without
this communication, third parties may well
misinterpret capabilities.

3. AV Understanding: Depending on expectations and
communication, AVs must be able to understand 
and react to third-party explicit and implicit 
communication signals.

Definitions
ADAS - Advanced Driver Assistance Systems

ADS - Automated Driving System

AI - Artificial Intelligence

AV - Automated Vehicle

IT - Information Technology

ITC - [SAE] Industry Technologies Consortia

HMI - Human-Machine Interface

LiDAR - Light Detection and Ranging

MIT - Massachusetts Institute of Technology

ML - Machine Learning

ODD - Operational Design Domain

PEC - Passenger-initiated Emergency Call

PES - Passenger-initiated Emergency Stop

US - United States
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