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A phonologically informed neural network approach, Phonet, was compared to acoustic measurements of 
intensity, duration and harmonicity in estimating lenition degree of voiced and voiceless stops in a corpus 
of Argentine Spanish. Recurrent neural networks were trained to recognize phonological features 
[sonorant] and [continuant]. Their posterior probabilities were computed over the target segments. 
Relative to most acoustic metrics, posterior probabilities of the two features are more consistent, and in the 
direction predicted by known factors of lenition: stress, voicing, place of articulation, surrounding vowel 
height, and speaking rate. The results suggest that Phonet could more reliably quantify lenition gradient 
than some acoustic metrics.
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1. INTRODUCTION

Voiced stops /b, d, g/, in most if not all Spanish dialects, weaken and are produced as voiced stops [b, d,
g] after a pause, a homorganic nasal, and in the case of /d/, after a lateral /l/,15, 20, 36 but as voiced fricatives
(i.e., voiced continuants) [B, D, G] in other contexts, including intervocalic and postvocalic, syllable-onset
positions across, both within and across word boundaries. The weakening of an underlying stop consonant
to a voiced continuant is commonly referred to as spirantization, a member of a broader class of phonologi-
cal process known as lenition which also includes degemination, [tt → t]; deaspiration, [th] → [t]; voicing,
[t] → [d]; flapping, [t, d] → [R] debucalization, [t] → [P, h]; gliding, [t] → [j]; and deletion or loss, [P, h, j]
→ [ø].14 The distribution of a continuant and a non-continuant variant of Spanish /b, d, g/ has been tradi-
tionally described as dichotomous and complementary. However, phonetic studies revealed a more varied
and gradient distribution of the two surface realizations. For instance, continuant realizations, previously
characterized as fricatives (i.e., produced with turbulent airflow) (17, 30, 33, 36), are phonetically closer to
approximants [B

fl
, Dfl, G

fl
] (i.e., produced without turbulent airflow) (5,40). Various factors, including surround-

ing vowel quality, stress, speaking rate (8, 37) and place of articulation4, 10, 37, 41 further increase phonetic
variability and gradience, suggesting a continuum rather than a fixed degrees of lenition across environ-
ments. Like voiced stops, voiceless stops in some dialects of Spanish also undergo lenition (e.g., 3) and
become partially or totally voiced (e.g., 29, 32).

Different acoustic properties have been used as measures of lenition including intensity, duration, peri-
odicity (e.g., harmonic-to-noise ratio), etc. However, the intensity, typically calculated as a difference or as a
ratio, is the most prevalent,8, 21, 37, 42 consistent with the view that lenition mainly affects the intensity of the
target segment (see Harris, Urua and Tang16 for a detailed discussion). For example, Martı́nez-Celdrán and
Regueira,32 Figueroa Candia and Evans,11 and Broś et al.3 used intensity difference between the target and
its preceding segment (preceding segment’s maximum intensity- minimum intensity of the target consonant)
as a lenition marker. Similarly, Hualde, Shosted and Scarpace21 measured the difference between the max-
imum intensity value during the vowel following the target consonant and the minimum value during the
target consonant portion to quantify degree of lenition. For both relative intensity measures, the smaller the
difference, the more open the constriction of the target consonant (i.e., the more lenited the target consonant)
is inferred.

Another intensity measure used to quantify degree of lenition in some studies is the maximum rising
velocity from the midpoint of the target consonant to the midpoint of the following vowel.21, 22, 26 The
smaller the maximum rising velocity value, the less abrupt the transition intensity and thus the more lenited
the consonant is. Further, mean intensity of the target sounds could also proxy their degree of lenition: the
higher the mean intensity, the more advanced their degree of lenition.

Relative duration of the target consonant (target sound duration divided by the total duration of the pre-
ceding sound + target sound + following sound) correlates negatively with the degree of consonant weaken-
ing and has been used as a reliable lenition measure (e.g., 9). This measure is usually used when the target
consonant occurs intervocalically but can be adapted to other contexts. For example, Broś et al.3 calculated
relative duration ratio by dividing target sound duration by the total of the preceding sound + target sound
because the segment following the target sound was not always a vowel in their data. The more lenited the
target consonant, the shorter its duration, thus the smaller the duration ratio is expected.

The harmonics-to-noise ratio (HNR), a measure of proportion of acoustic periodicity (harmonic) to
aperiodicity (noise) of a given sound expressed in decibels (dB), is another lenition marker. An HNR of 0
dB indicates equal energy in harmonics (periodicity) and noise. A positive HNR value indicates a higher
harmonic energy relative to noise energy while a negative HNR value indicates a higher noise energy relative
to harmonic energy. The more lenited a segment, the more vowel-like it is, hence the higher the HNR.3

The goal of this study is to compare a computational approach, ‘Phonet’, to the traditional acoustic mea-
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surements of lenition. Unlike the quantitative acoustic approach where acoustic values are direct estimates
of lenition degrees, in Phonet, degree of lenition is estimated from the posterior probabilities of relevant
phonological features, computed from the input signals by bidirectional recurrent neural networks (RNNs).
The two relevant phonological features are [continuant] and [sonorant] since the lenition of Spanish voiced
stops can be simplistically described as involving categorical feature changes from [-continuant] to [+con-
tinuant] and/or from[-sonorant] to [+sonorant]. However, to capture the highly varied degrees of lenition,
it is necessary that we look beyond categorical manifestations of lenition changes and beyond the binary
nature of phonological features. The basis for this approach is outlined in the following sections.

A. PHONOLOGICAL FEATURES AND LENITION

Phonemes are classified into classes based on their common phonetic features. For example, in most, if
not all languages, phonemes are either [+consonantal] or [-consonantal] depending on whether their articula-
tion involve constriction of articulators in the vocal tract. Stops, fricatives, affricates, nasals, and liquids are
[+consonantal] while vowel and glide phonemes in most languages are [-consonantal]. The inverse correlate
of [consonantal] is [syllabic]. [+syllabic] phonemes are the most sonorous segments and usually occupy the
nucleus position of a syllable, while [–syllabic] phonemes are less sonorous and are typically not allowed
in a syllable nucleus position. Vowels and syllabic consonants /ô

"
, l

"
, n

"
, m

"
, etc./ are [+syllabic] while other

consonants including glides are [-syllabic].
[sonorant] and its inverse [obstruent] is another major class of phoneme. [+sonorant] phonemes are

produced with little to no oral constriction while [-sonorant] or [+obstruent] phonemes are produced with
complete or substantial airflow obstruction. Nasals, liquids, glides, and vowels are [+sonorant] while stops,
fricatives and affricates which are produced with complete or substantial airflow obstruction are [-sonorant]
or [+obstruent].

[continuant] feature describes sustainability of airflow through the oral cavity. An incomplete closure
between articulators allows continual oral airflow for [+continuant] phonemes. Fricatives are [+continuant]
because partial occlusion of the oral cavity during their production permits continuous oral flow. Other
[+continuant] phonemes include liquids, glides, and vowels. For nasals, they are considered [-continuant]
by some (because of airflow blockage through the oral cavity during their production), but [+continuant] by
others (because continuous airflow is allowed through the nasal cavity). In this study, we specified them as
[-continuant]. See (e.g., 18) for guides to other phonological features.

Phonemes that share a set of phonological features form a natural class and tend to pattern together
when undergoing a phonological process. For example, /p, t, k/ are [-syllabic, -voice, -continuant, -sonorant,
-delayed release] and form a natural class in English. They all become aspirated at the onset of a stressed
syllable. Similarly, Spanish /b, d, g/ [-syllabic, +voice, -continuant, -sonorant, -delayed release] form a
natural class. As discussed above, they are lenited and surface as fricatives [+continuant] or approximants
[+sonorant] in intervocalic position.

B. POSTERIOR PROBABILITY AND PHONETIC GRADIENCE

Computational approaches have been used in studies of phonetic variations. Many of these studies have
relied on forced alignment systems to determine pronunciation gradient (e.g., [dZ]-[z] and [ph]-[f] variations
in Hindi English code-mixed speech,38 ‘g’-dropping in English,24, 50 ‘th’-fronting, ‘td’-deletion, and ‘h’-
dropping in English1). The forced alignment systems typically take word-level orthographic transcriptions
as input, making reference to a pronunciation dictionary with phone-level transcription. Multiple pronun-
ciations can be assigned to each word entry in the dictionary. For instance, to model ‘th’ fronting, two
pronunciations, [T] and [f], could be given to all words entries that may undergo ‘th’-fronting. Based on
each word token’s acoustic properties, a trained forced aligner can automatically determine which of the
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two pronunciations has the highest probability. However, since a forced alignment model contains an acous-
tic model for each phone type defined in the pronunciation dictionary, the degree of variation could not be
determined beyond the granularity of the phone set (e.g., as either [T] or [f]).

A novel and creative method to obtain a more gradient measure of variations (e.g., degrees of ‘th’-
fronting as opposed to simply coding a token as [T] or [f]) was proposed by Yuan and Liberman.48 In
this study on degrees of /l/-darkness in American English, probability scores extracted during the forced
alignment procedure were used as measure of variation instead of phone labels outputted by the forced
alignment procedure. Probability score is the log probability (log probability density) of the aligned segment
as a particular phone. More specifically, all /l/ tokens from a corpus of American English were forced aligned
twice: first by a model trained on light /l/s (word-initial) and second by a model trained on dark /l/s (word-
final and word-final consonant clusters). Degrees of /l/-darkness was indicated by the difference between
the log probability scores from the two different alignments. The method was also used to examine finer
variations of both types of /l/s by Yuan and Liberman.49 In addition to revealing the categorical distinction
between dark (in syllable coda) and light /l/ (in syllable onset), their results also revealed that intervocalic
dark /l/ is less dark than canonical syllable-coda dark /l/, and that degrees of darkness depends on the stress
of the flanking vowels. Magloughlin31 used the same method to investigate gradient variation of /t/-/d/
affrication in English, measured by the log probability scores from the /tS, dZ/ alignment and the /tô, dô/
alignment using acoustic models of /tS/ and /dZ/, and /t/ and /d/, respectively.

In addition to acoustic models in a forced alignment system, probability estimates from token classifica-
tion can be obtained from other approaches. For instance, to examine the degree of r-lessness of postvocalic
/r/ in English, McLarty et al.35 trained the Support Vector Machines (SVM) model to classify the canonical
r-less tokens (oral vowels that are not preceding a liquid or nasal) and the canonical r-full tokens (prevocalic
/r/) using Mel-Frequency Cepstral Coefficients (MFCCs) as the acoustic representations. Once successfully
trained (mean classification accuracy of 98.95%), the model was applied to ambiguous tokens (postvocalic
/r/) to obtain a probability estimate of being r-less vs. r-full. A similar method was used by Villarreal et
al.45 in their study of two English sociophonetic variables (non-prevocalic /r/ and word-medial intervocalic
/t/). It is important to note that the classification method used by most of these studies are trained on sur-
face segments that are not necessary surface realizations of the segment undergoing variation of interest. It
simply relies on acoustic similarities between these surface segments and the possible canonical realizations
of a variation. For instance, in the case of ‘th’-fronting, the model was trained to classify tokens that are
either canonically [T] or canonically [f] and these canonical tokens themselves are not subjected to ‘th’-
fronting. However, their acoustic characteristics would capture the range of possible surface realizations of
‘th’ fronting.

The potential of this approach to estimate the categorical manifestation of lenition was illustrated by
the results of Cohen Priva and Gleason.6 In this study, a range of lenition processes were modelled using a
spoken corpus of American English. Three types of modeling methods differing in the underlying represen-
tation of the surface segments were examined. The first method compared the surface forms of two segment
types (e.g., [t] and [d] for the lenition process /t/ → [d]) regardless of their underlying form (e.g., the [t] and
[d] tokens do not need to share the underlying form /t/). The second method compared the surface forms
of two segment types that share the same underlying form (e.g., /t/ is the underlying form for both [t] and
[d]). The third method compared segments that surfaced unchanged, e.g., the [t] tokens realized from /t/ and
the [d] tokens from /d/. The finding that all three modeling approaches yielded the same results, suggested
that the various acoustic manifestations of a given lenition process (/t/ →[d] in this case) can be captured by
comparing relevant pair of surface segments, regardless of their underlying form.

Unlike Cohen Priva and Gleason,6 the Phonet approach targets a whole class of lenition, so we must
go beyond classifying pairs of segments that are relevant to a lenition process to two groups of segments
that are categorized by a binary phonological feature. We focus on the probability of the phonological
feature [continuant] which differentiates stops from non-stops, and [sonorant] which differentiates stops
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and fricatives from non-stops and non-fricatives because they capture the two categorical realizations of
stop lenition in Spanish. A high [continuant] probability but a low [sonorant] probability would suggest
a fricative-like realization, while a high [continuant] probability and a high [sonorant] probability would
indicate an approximant-like realization of lenition. The degree of lenition is estimated from the probability
of each phonological feature estimated from acoustic properties of the input signals.

C. PHONET

Phonet44 is a bi-directional recurrent neural network model. It is trained to recognize input phones as
belonging to different phonological classes defined by phonological features (e.g., sonorant, continuant). It
is semi-automatic and only requires a segmentally aligned acoustic corpus (using forced alignment). Input
to Phonet is log-energy distributed across triangular Mel filters computed from 25-ms windowed frames of
each 0.5 second chunk of the input signal. Weighted categorical cross-entropy loss function was used. The
weight factors for each class are based on the percentage of samples from the training set, that belong to each
class. Adam optimizer25 was used to train the model. Dropout and batch normalization layers were used
to improve the generalization of the networks. The training lasted 81 epochs, with early stopping enabled
(with a patience of 15 epochs). For more detail about the model and related procedures, see 44 and the
publicly-available code at https://github.com/jcvasquezc/phonet. Once trained, posterior
probabilities for different phonological features of the target segments can be computed by the model. It
has been found to be highly accurate in quantifying degree of lenition in Spanish43, 47 and in intoxicated
English speech,46 and modelling the speech impairments of patients diagnosed with Parkinson’s disease.44

The architecture of Phonet is described in detail in Vásquez-Correa et al.44 Phonet can be customized with
different sets of phonological features and acoustic representations. In this study, we focus on the probability
of the phonological features [continuant] and [sonorant] to capture degree of lenition.

2. THIS STUDY

This study compares Phonet to acoustic metrics of lenition. The reliability of the two approaches is
evaluated against known effects and direction of lenition variables. Consistent and significant results in the
predicted direction are taken as indicators of the effectiveness and the reliability of the approach.

A. METHODS

I. Materials

The Argentinian Spanish Corpus containing crowd-sourced recordings from 44 (31 female, 13 male)
native speakers of Argentinian Spanish built by Guevara-Rukoz et al.13 was used in this study. The male
sub-corpus contains 2.4 hours of recording with 16,914 words (3,342 unique words) while the female sub-
corpus contains 5.6 hours of recording with 35,360 words (4,107 unique words). For the study, word tokens
with voiced and voiceless stops, /b, d, g, p, t, k/, occurring between two vowels with different degrees
of openness were selected. Table 1 specifies the number of word tokens and word types by conditions –
voicing (voiced or voiceless), place of articulation (bilabial, dental, and velar), preceding and following
vowels (open, mid, and close).

II. Phonet Training Procedure

The Montreal Forced Aligner (version 2.0)34 was performed on the corpus. Based on Hualde23 grapheme-
to-phoneme mapping in IPA, a phonemic pronunciation dictionary for the transcription of the corpus words
was generated and used to train new acoustic models for the corpus and align the textgrids to the acoustic
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Table 1: Word distribution by conditions – voicing, place of articulation, preceding vowel, and following vowel. The
number left and right of the slash in each cell represents the number of word tokens and word types, respectively.

Voiced Voiceless

Following vowel height

Place Preceding vowel Close Mid Open Close Mid Open

Bilabial
Close 19/1 3/0 8/1 7/1 0/0 6/1
Mid 134/28 216/30 142/23 183/26 435/44 228/21
Open 128/18 90/18 103/8 69/10 316/28 248/24

Dental
Close 0/0 20/3 0/0 0/0 26/1 38/2
Mid 143/32 409/34 43/8 185/13 451/36 97/8
Open 51/8 388/20 11/2 92/10 141/16 107/7

Velar
Close 0/0 0/0 0/0 4/0 40/4 21/1
Mid 0/0 2/0 0/0 190/25 912/50 215/40
Open 0/0 32/1 0/0 42/12 5776/40 307/32

signals. A tri-phone acoustic model in which the left and the right contexts of the target phone are used to
adjust its alignment during the alignment procedure. The phone set parameter was set to IPA, which enabled
extra decision tree modeling based on the specified phone set. All parameters were kept as the default. Of
all the sentences spoken by the speakers, 80% of them were randomly chosen as the training set, and 20%
as the test set. Each sentence contains one target word, therefore the target words were distributed propor-
tionally in the train-test split. The decision to split the sentences by each speaker (i.e., the sentences of each
speaker appear in both train and test set) was motivated by our need to examine the target words from all
speakers. All the data (train and test) were used in the statistical analyses of all five acoustic parameters
described below in addition to the two posterior probabilities. Since the surface realizations of the targets /b,
d, g/, but not the targets /p, t, k/,7 were expected to be ambiguous in their realizations of the two features of
interest: continuant and sonorant, they were not included (i.e., silenced out) during training to avoid model
contamination by the ambiguous tokens. In total, twenty-three phonological classes including syllabic, con-
sonantal, sonorant, continuant, nasal, trill, flap, coronal, anterior, strident, lateral, dental, dorsal, diphthong,
stress, voice, labial, round, close, open, front, back and pause were trained by twenty-three different Phonet
models. Like Vásquez-Correa et al.,44 one addition model was included to train the phonemes. However, in
addition to the 18 phonemes from Vásquez-Correa et al.,44 7 additional phonemes including stressed /"a, "e,
"i, "o, "u/, /ñ/, /T/ and /spn/ for speech-like noise were also included. Model training was performed on the
NVIDIA GeForce RTX 3090 GPU.

Only the test data was used in the internal evaluation of the posterior probabilities generated by the
Phonet model. The model was highly accurate showing unweighted average recall (UAR) ranges from
94%-98% across the different phonological classes. The sonorant and continuant features’ UARS were 97%
and 96%, respectively, suggesting a good model fit for our features of interest. The model was then applied
to our target word tokens in both the train set and the test set with intervocalic voiced and voiceless stops,
/b, d, g, p, t, k/. The predictions were computed for 25-ms windows every 10-ms. The average of the middle
frame(s) was used as the prediction for phone tokens containing multiple frames. A sonorant posterior
probability and a continuant posterior probability were obtained for each target stop.

III. Acoustic Parameters: HNR, Duration, and Intensity

To compare our model to the quantitative acoustic approach, five common acoustic parameters cover-
ing three broad acoustic dimensions of lenitions were selected for comparisons. Harmonic-to-noise ratio
(HNR), relative duration, intensity difference (two types) and mean intensity were extracted from the target
intervocalic voiced and voiceless stops, /b, d, g, p, t, k/. HNR was calculated as ten times the log10 ratio
between the energy of harmonicity and noise. The mean HNR of the target segments was computed in Praat.

Relative duration for each target stop was obtained by taking the duration of a target stop and divided
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it by the total duration of the preceding vowel + target consonant + following vowel. The duration of the
segmental tokens was generated during the forced alignment (see section ii above). The more lenited the
consonant is, the shorter the relative duration. Two intensity difference values were calculated for each
target stop by subtracting minimum intensity of the target segment from the maximum intensity of (a) the
preceding vowel, and (b) the following vowel. The assumption is that the smaller the intensity difference
between the target stop and its flanking vowels, the less constricted and hence the more lenited it is. The
maximum intensity values of the preceding and following vowel and the minimum intensity value of the
target segment were calculated using the parabolic interpolation method in Praat. Finally, the mean intensity
values of the target segments were calculated in Praat.

IV. Statistical Analyses

Values of the five acoustic parameters described above and the sonorant and continuant posterior proba-
bilities generated by the Phonet model served as dependent variables in the linear mixed-effects regression
models. The models’ fixed variables were stress (stressed or unstressed), voicing (voiced or voiceless), place
of articulation (bilabial, dental, and velar), preceding vowel height/openness (open, mid, and close), follow-
ing vowel height (open, mid, and close), speaking rate, and word status (content or function). Speaking
rate and word status were included as they are known to influence lenition. A higher degree of lenition is
expected for a faster speaking rate relative to a slower speaking rate, and for function words compared to
content words.3, 19, 42 Similarly, a strong effect of stress on lenition has been reported, with a higher degree of
lenition expected in unstressed syllables (or post-tonic) than in stressed syllables (or pre-tonic).3, 10, 37 On the
contrary, the influence of place of articulation and flanking vowel openness has been inconsistent.8, 26, 27, 29, 37

Overall, velar stops are expected to be more lenited than labial and dental/alveolar stops, and the more open
the flanking vowels, the greater the degree of lenition is expected. Regarding the effect of voicing, voiced
stops are expected to be more lenited than voiceless stops.3, 7 Deviation coding was used for the categorical
variables stress, voicing and word status, while forward difference coding was used for the variables place
of articulation (bilabial > dental > velar), preceding vowel (close > mid > open), and following vowel
(close > mid > open). The models were performed using the lmer function from the lme4 package2 in R.39

After comparing multiple model structures with maximum likelihood, the best-fit model structure for each
variable was identified. Seven regression models were fitted with each of the five acoustic parameters and
the two deep-learning-based features (the sonorant and the continuant phonological features) as the depen-
dent variables. All models included different interactions terms but same random intercepts by speaker and
word. The general formula of the model with three interaction terms is provided as follows:

DEPENDENT VARIABLES ∼ Stress + Voicing + Place of articulation + Preceding vowel + Fol-
lowing vowel + Speaking rate + Word status + Place of articulation:Preceding vowel + Place of articula-
tion:Following vowel + Preceding vowel:Following vowel + (1 | Speaker) + (1 | Word).

Post-hoc comparisons of the interaction terms were carried out using emmeans (with Tukey HSD for
p-value adjustment).28 Results of the best-fit model for each dependent variable are reported in the next
section. Due to space limitations, only the main effects are reported.

B. RESULTS

I. Acoustic Parameters: HNR, Duration, and Intensity

Figure 1 presents results of the main effects of the linear mixed-effects regression models for the acoustic
parameters (x-axis; 1= relative intensity to the preceding vowel; 2 = relative intensity to the following vowel;
3 = mean intensity, 4 = duration ratio and 5 = mean HNR). Dependent variables are values of the five acoustic
dimensions while stress, voicing, place of articulation, height of flanking vowels, speaking rate and word
status are the predictors (shown as separate panels in the figure). All but speaking rate are categorical
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variables. Reference levels for the categorical variables are stressed, voiceless, dental, velar, mid vowel, low
vowel, and function words, respectively. Coefficient (β) values are represented on the y-axis. (*) indicates
significant differences (p<0.05).
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Figure 1: Results of the linear mixed-effects regression models for the acoustic measures.

From the first panel of this figure, we see that intensity difference between a target stop relative to a
preceding vowel and a following vowel (labels 1, and 2, respectively, on the x-axis) was expectedly predicted
to be significantly lower (negative coefficient values) in an unstressed relatively to a stressed syllable [βs=-
2.113, -3.664; ps<0.001], suggesting a higher degree of lenition in an unstressed than a stressed syllable.
Also expectedly, mean intensity was predicted to be significantly higher (positive coefficient values) in an
unstressed syllable relatively to a stressed syllable [β=1.174, p<0.001]. Unexpectedly, however, a non-
significant effect of stress on degree of lenition was suggested for duration ratio and mean HNR measures
(Labels 4, 5 on the x-axis) [βs=0.000, 0.329; p>0.05]. The remaining results can be interpreted in a similar
fashion and are summarized in Table 2.

II. Posterior Probability

Figure 2 visualizes results of the main effects of the linear mixed-effects regression models for the
continuant (Con) and the sonorant (Son) posterior probabilities. The predictors for these models are the
same as those for the acoustic parameters shown in Figure 1.

From the first panel of this figure, we see that, as expected, sonorant posterior probability was pre-
dicted to be significantly higher for a stop in an unstressed syllable relative to a stressed syllable [β=0.038,
p=0.002]. For the continuant probability, the difference was in the same direction, but did not reach statis-
tical significance [β=0.020, p=0.103]. Results for the remaining predictors can be interpreted in a similar
fashion and are summarized in Table 2.

Table 2 summarizes the main effects shown in Figures 1 and 2. Significant effects (i.e., those marked
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Figure 2: Results of the linear mixed-effects regression models for the sonorant (Son) and continuant (Con) poste-
rior probability.

with * in Figures 1 and 2) are indicated with a (✓) while the (+) and (-) signs indicate whether the results
are expected or unexpected based on previous findings on known lenition factors. That is, a higher degree
of lenition is expected for a voiced stop compared to a voiceless stop; in an unstressed syllable relative to
a stressed syllable; in a faster speaking rate compared to a slower speaking rate, and for a function word
compared to a content word. As for the effects of place of articulation, we follow Fowley12 and predicted
the following hierarchy: bilabial<dental<velar. For the effects of vowel height, we predicted the following
hierarchy: close<mid<open. Non-significant results are left blank.

Several generalizations can be made from this table. First, no effects of word status on degree of lenition
were predicted based on either the acoustic or the posterior probability measures. Second, a higher degree
of lenition is predicted for a faster than a slower speaking rate by all measures. Third, among the acoustic
parameters, only mean intensity values are consistently in the predicted direction for most lenition factors.
Fourth, HNR values are the least consistent with the lenition degree predicted by known lenition factors.
Specifically, the expected HNR values were predicted for voicing (higher for a voiced than a voiceless stop)
and speaking rate (higher for a fast relative to a slow speaking rate), but not for place of articulation or
openness of the surrounding vowels. Similar results were found for relative duration. Surprisingly, relative
intensity measures are not in the predicted direction for some factors. Fourth, relative to most acoustic
parameters, the effects of known factors on degrees of lenition are more consistent and in the expected
direction for sonorant and continuant probabilities. For sonorant probability, the effects of all but two
predictors are significant. Relatively fewer predictors significantly and expectedly predicted continuant
probability, including voicing, place (a dental is significantly less lenited than a velar), preceding vowel
height and speaking rate.
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Table 2: Summary of the significant main effects (✓), (+) = expected, (-) = unexpected.

Relative intensity
(re: preceding vowel)

Relative intensity
(re: following vowel)

Mean
intensity

Relative
duration

HNR
Sonorant
probability

Continuant
probability

Stress ✓+ ✓+ ✓+ ✓+
Voicing ✓+ ✓+ ✓+ ✓+ ✓+ ✓+ ✓+
Place: bi<den

den<vel
✓+ ✓+ ✓+ ✓+ ✓-
✓+ ✓- ✓+ ✓+

Preceding vowel: hi<mid
mid <open

✓- ✓+ ✓+ ✓- ✓- ✓+ ✓+
✓- ✓- ✓- ✓+ ✓+

Following vowel: hi<mid
mid<open

✓+ ✓+ ✓+ ✓- ✓-
✓+ ✓+ ✓+ ✓-

Word status
Speaking rate ✓+ ✓+ ✓+ ✓+ ✓+ ✓+ ✓+

3. CONCLUSION

Lenition is a gradient phenomenon, affecting different target consonants to a varying degree depending
on their place of articulation, position in a prosodic domain, surrounding segments, speaking rate, etc.
Traditionally, gradient degree of lenition has been directly quantified along several acoustic dimensions.
In this study, a computational approach to measure lenition is introduced and compared to the acoustic
metrics. Unlike the acoustic approach where lenition degree is directly reflected on the values of the acoustic
measurement, posterior probabilities of relevant phonological features computed by a deep learning neural
network is an estimate of lenition degree in the new approach (Phonet). Both approaches were tested on
Argentinian stop consonants. Reliability of each approach was measured against lenition patterns predicted
by known lenition factors including, voicing, stress, height of flanking vowels, place of articulation, speaking
rate and word status (content or function).

The results obtained indicated that, compared to the acoustic measures, sonorant and continuant pos-
terior probability values estimated by Phonet are more consistently in the direction predicted by well-
established effects of lenition factors. As expected, a significantly higher sonorant probability, hence a more
advanced degree of lenition, is predicted when a stop occurs in an unstressed relative to a stressed syllable.
Also as expected, a voiced stop is predicted to be more lenited than a voiceless stop based on the sonorant
and continuant probabilities. Significant and expected results were also obtained for other factors including
preceding vowel height and speaking rate. Among the acoustic metrics, mean intensity measure is the most
consistent and in the expected direction while HNR is the least consistent and largely unexpected. Most but
not all predicted results were obtained for relative duration and relative intensity measures. Overall, lenition
patterns predicted by the sonorant and continuant posterior probabilities are more consistent with intensity
measures than duration measure, or HNR. This is not surprising given that inputs to the Phonet model that
generate the sonorant and continuant posterior probabilities are feature sequences based on log-energy of
the input signals.

All measures (acoustic and posterior probabilities) indicated that lenition degree increases with speaking
rate. In contrast, no difference in lenition was predicted for a stop in a function versus a content word. This
is inconsistent with a strong effect of word status on lenition that Broś et al.3 reported for the Spanish of
Grand Canaria. Further investigation is needed to investigate whether dialectal differences or other factors
are responsible for this result discrepancy.

In sum, except for the mean acoustic intensity measurement, expected gradient lenition patterns pre-
dicted by known variables are more consistently revealed by the posterior probabilities of the sonorant and
continuant phonological features generated by Phonet, suggesting that it could more reliably quantify fine-
grained degree of lenition than most acoustic metrics.
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